Neural Conversation Recommendation with Online Interaction Modeling
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1. Introduction: Conversation Recommendation

] Motivation:

= Social media has revolutionized people’s social interactions —
voice opinions and exchange ideas in online platforms!

= |t exceeds any individual’s capability of digesting the huge
volume of online discussions formed every day!

= Urgent need for an automatic filtering tools!

1 Definition:
= Given: a list of conversations that are available for one user.
= Aim: to forecast which conversations the user is more likely
to participate In.
J Previous work:
= Post-level: not considering context information;

= Conversation-level: only capture topic information or word co-
occurrence patterns, failure to leverage replying information.

2.1 Model Overall Structure
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3. Experiments and Results
B Statistics of Datasets

o st st st 2
user conv
Twitter 10,122 7,500 38,999 1.7 5.2
Reddit 13,134 29,477 109,774 5.9 3.7

B Experiment Setup:

v" First 75% as observation history for training, rest equally
divided into test and development;

v Negative sampling to alleviate imbalance.
B Loss Function

v weighted binary cross-entropy loss:
L== > [Ayuclog(fuec)+(1—yu.c)log(l—Fu.c)]
(u,c)ET

B Different Interaction Modeling Comparison

Train ¢ MAP in dev. set
rain time
Reddit

BILSTM 0.94 0.617 0.498
GLSTM 1.25 0.617 0.528
GCN (W/O BIiLSTM) 1.03 0.619 0.530
GCN (With BiLSTM) 1.00 0.620 0.533
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1 Replying Factor Modeling:

' O Conversation Interaction Modeling:

 Our idea: online interactions indicated by replying structures
could benefit users’ future conversation behavior prediction!

Target user: U0 Target conversations
/" Previous interactions of U0 - U1:>, [U1] The official 9/11 storyis a | "R ormansnm
f 3 complete and total lie. Alsoitis | { . sequences |
[UO] Why would you want . (___being used to destroy US. ) e '
limited government? ... i b
[ . ( [U2] ....The depressing thing is
(TU1] With all of you fears how) that it clearly intends to take the U0 later
often do you change your L rest of the world down with it. replies to it!
o underwear? .... ) . m N P = N
I i [U3] Only if the rest of [U1] It is not the
~ [UO] We need homeland ) ! the world allows | US.ltisinfacta
Security to protect us, 9/11 i these lunatics to do shadow glObal
.and katrina were a mistake.... i whatever they want.... \_government.... /
, f Conversation 1
. ( [U1] That would make things ) | . P

s

. | interesting. Larry Nichols would | | [U4] No ¥here ——
. (_need to come up for Hillary.... J [ |

: } intelligent. Why a

[ [UO] Exceptnobodywould | i ("[Us] Yeah, like these |_pjind spot about 9/112.
\ | broadcast Larry Nichols story.... |,/ oeople: <URL>? | |

___________________________________________________ Conversation 2

2.2 Model Detalils

]_’/"[u5] Why? Reddit
users tend to be quite

9/11 clause in logic....

= Neural Collaborative Filtering (NCF) (He et al. 2017)

RF RF RF
ru,c — Ty O, rc

= Turn-level Modeling

v Pretrained Word Embedding + CNN Encoder
= Turn Interaction Modeling

v' Graph-State LSTM (GLSTM)

g P TM = o(WPa? + WoxS + UPh? + U°h + b)
v' Graph Convolutional Networks (GCN)

h?CN: Z wi,t(Wp'rehiLSTM_l_bp're)_l_

iEEP(t)
sucy LSTM suc ......
Z Wj,t(W h’j + b ) + -).-)(N layers)
JeEES(t) 5

wt,t(Wselfh£STM + bself)

................... '(Bi LS'T.M. .I.é.y.'er')- . .(.b.r.lé.G.C.N .I..a.y.é.r.). ceeconce

B Comparison with Previous Work

m Reddit

_MAP___P@1__ nDCG@5 MAP __P@1 | nDCG@5

Popularity  0.023 0.005 0.010 0.082 0.033 0.063
RSVM 0.554 0.575 0.559 0.453 0.457 0.466
NCF 0.573 0.593 0.576 0.412 0.544 0.461
ConvMF 0.579 0.596 0.583 0.485 0.532 0.520
CR_JTD 0.591 0.591 0.600 0.453 0.559 0.485

Ours 0.625 0.632 0.626 0.538 0.670 0.590
v" Varying history (MAP for Twitter/Reddit): v* Varying user sparsity:
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" Better with longer F\S;/ostory!w% o Sgarsity >SleVer9|>32’ harms!
v First Time Replies Prediction (MAP):
RSVM NCF ConvMF CR _JTD Ours
Twitter 0.002 0.033 0.049 0.090 0.160
Reddit 0.049 0.038 0.210 0.075 0.212

EMNLP 2019: Conference on Empirical Methods in Natural Language Processing — November 3-7, 2019 — Hong Kong, China



